Hybrid Biased k-NN to Predict Movie Tweets Popularity
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ABSTRACT

In this paper we describe approach of our SemWexlgtiekp to
the RecSys Challenge 2014: User Engagement as dficaiu
Target of the challenge was to predict level of @sggagement on
tweets generated automatically from IMDB. Duringpesments
we have tested several state-of-the-art predidgchniques and
proposed a variant of item based k-NN algorithmjcivhbetter
reflects user engagement and nature of the movientocontent-
based attributes. Our final solution (placed in thidfield of the
challenge leaderboard) is an aggregation of seveara of this
algorithm. In the paper we will further describeéatzt used, data
filtration, algorithm details and settings as wasl decisions made
during the challenge and dead ends we explored.

Categoriesand Subject Descriptors
H.3.3 [Information Systems]: Information Search and Retrieval -
Information Filtering

General Terms
Measurement, Human Factors, Experimentation.

Keywords
Hybrid Biased k-NN, User Engagement, RecSys Chgdle2014,
SemWexMFF team

1. INTRODUCTION

The task of 2014 RecSys Challenge was to predigr us
engagement on Twitter for movie rating tweets auatically
posted from IMDB (from users, who connected thtdDB and
Twitter accounts). The user engagement of each ttwess
defined as a sum of retweets and favorites of tiieet. Other
tweet data was also made available for use (inectudMDB
movie identifier), and participants were allowed download
additional metadata by themselves.

The test dataset contains large number of new esawseen in
the training data, so we expect that purely collatee
recommenders will not provide very good predictioAsother
possible limitation is large number of zero usegagement
causing problems to some classification based ighgos e.g.
decision trees. The task is also not well suitedtfe purely
content-based recommenders as there are new us¢he itest
dataset and also many users posted only a fewsweet

The average user engagement in the train set 1$0®er 95%
of the tweets have zero user engagement and a8@ésiof users
received zero engagement for all of their tweetse Fituation
seems to be similar to the purchases on an e-corersée, where
our previous experiments [4] shown that hybrid gthans highly
outperformed collaborative ones. In [4] the Corteodsted
Matrix Factorization (CBMF) [1] was used, howevés time
complexity has proved to be a problem during oyreeixnents on
the 2014 ESWC Challenge [3]. On the other handctialenge
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winning method by Risotski et al. [5] showed thaing relatively
simple recommenders combined together may provide
surprisingly good results.

2. OUR APPROACH

In our approach we worked with two main hypotheses:

1. Engagement of similar movies should be similar.
2. Engagement depends on neighborhood of the current
user.

In order to define inter-movie similarity, we usidDB querying
API' to generate content-based attributes. We alsoidemesl
using DBPedia or Freebase, but IMDB contains mdsthe
relevant information and furthermore offers guaeadt 100%
item coverage. Three types of attributes were doadgd:
attributes describing popularityaerage rating, number of
awards, IMDB metascore), attributes related to widespread of the
movie (number of ratings) and attributes about contenbdvie
name, rel ease date, genre, country, language, director, actors).

There is some room for improvement by using e.g.PBdla
dcterms: subject, ingoing / outgoing links or number of Wikipedia
language editions, which we left for a future work.

The second hypothesis reflects our expectation ¢batposition

of user’s friends and followers would greatly affesbserved
engagement. The twitter APl contains only aggrebate
information (total numbers of friends and followéos each user),
so we decided to use simple user bias instead ohima learning
over user's friends.

2.1 Hybrid Biased k-NN
According to the hypothesis formulated in Section e

implemented a variant of well known item-based knest-
neighbors algorithm. Instead of e.g. collaboratsmilarity, the
tweets are defined as similar, if the content-basiedlarity of

their respective movies is high. The content-basetlarity is an
average of attributes similarities, which are defiraccording to
their type. Similarity of numeric attributes @verage rating,

number of ratings, number of awards, IMDB metascore and
release date) is defined as their difference normalized by maadi
allowed distance (1).

1)

maxDist — |x — y|
maxDist

SlMy,y maxpist = Max < ;

For string attributes ihovie name) the similarity is defined as
inverse of relative Levenshtein distance (2). Taliews us to
define as similar e.g. movie series.

levenshtein(x,y) ) @)

Simyy =1-= (max (lenght(x), lenght(y))
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Finally, similarity of set attributesgénre, country, director and
actors) is defined as Jaccard similarity (3). Note thammal
attributes can be dealt as sets of size 1.

Simx,yz |(X0Y)|/|(XUY)| (3)

Differences between audiences of users are coesiderthe form
of user bias (average value of engagement per.udérg whole
algorithm is presented in the pseudocode in Alpaoritl.

Algorithm 1: Hybrid biased k-NN algorithm: for tweelD, its
moviemlD and fixedk, the algorithm first compute similarities to

other movies and selecksmost similar movies. Then for each

tweet about the movie the predicted rankifigis increased
according to similaritg, user engagement and bias of the
tweeting user. The bias of the current movie iseddd the final?
prediction too.

function HybridBi asedKNN(tID, m D, k){
# = 0,
/*conpute simlarity for all novies */
foreach(m D, in Trai nSet) {
S[M D] = sinilarity(m D, mD);
}
S = getKMostSimlar(S, Kk);
/*get all tweets about novies in S */
foreach({ulD, M D, r, $}:
{ulD, mMD, r} in TrainSet & S[m D] =3%){
#+= § * r |/ bias(ulD;
}
# = bias(m D) + (7 / sum($))
return 7; }
Table 1: Results (nDCG@10) of the off-the-shelf algorithms.

M ethod nDCG M ethod nDCG
Random predictions 0.7482|Item-ltem k-NN 0.760¢
Bi-Polar Slope Or 0.7657|Decision Tre 0.749¢
Factor Wise Matrix | ( 755Support Vector 0.8057
Factorizatio M achines (SVM)

3. EVALUATION
Some state-of-the-art prediction methods were useserve as
baseline (see Table 1). We used their implememtatio

RapidMiner Studi@ or its Recommender extension [2]. Except

for the SVM, those methods provided only minor immments
over the random predictions.

While evaluating Hybrid Biased k-NN we focused nhaion the
utility of each attribute, using of user bias arsbamethods to
combine results from multiple algorithm settingslya fraction

of our results can be shown due to the space reagém can state

that most of the attributes used as sole similaritgasure
provided good results, especialyDB metascore, director,

language andcountry (see Table 2). Also omitting user bias led to

decrease of utility throughout various algorithnttings. The
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neighborhood siz& between 50 and 100 provided good results.
We also tried numerous variants of combining atteb
similarities within the Hybrid k-NN algorithm (onihg some
attributes, weighting schemas) and ensemble met(sidsking,
linear regression, averaging), but so far the besults was
achieved by average of Hybrid k-NN results basedsmmgle
attribute, omitting single top and bottom resutee Table 3.

Table 2: Results (nDCG@10) of Hybrid biased k-NN algorithm
using only single content-based attribute to comsirnilarity.

Avg ratin¢ | 0.7€18| Movie nam |0.7¢47| Languag | 0.80(5
Awards | 0.7682 Date 0.79€2| Director | 0.8029
Metascore | 0.8057 Genres 0.7919 Actors | 0.7930
# of rating: | 0.79¢4| Country |0.79¢4

Table 3: Results (nDCG@10) of Hybrid biased k-NN algorithm.
No bias stands for omitting user and item bias from tlgpathm.

M ethod nDCG
Hybrid k-nn (Metascore, Language, Director, 0.7927
Country, Date, # of ratings), k=65 ’
Hybrid k-nn(Metascore, Language, Director, 0.7792

Country, Date, # of ratings), k=65, no bias
Linear RegressiorMetascore, Language, Director, 0.7913
Country, Date, # of ratings)
AVG (Metascore, Language, Director, Country, 0.8134
Date, # of ratings), omit best and worst prediction

4. CONCLUSIONSAND FUTURE WORK

In this paper, we proposed a variant of k-NN aloni to predict
movie tweets popularity (RecSys Challenge 2014 )ta3ke
algorithm outperformed examined state-of-the-aredmtion
techniques and resulted in the midfield of the Iemae
leaderboard. Some of our ideas didn't work as wpeeted,
namely using more advanced ensemble techniquesy tesnk of
tweets instead of their user engagement or omittisgrs with
zero engagement. There are also several possibdasions to
this work. So far we did not purse temporal depandeat all.
Also some tweet characteristics or more movie curbased
attributes can be employed as well.

The work on this paper was supported by the grafif-2014-
260100, GAUK-126313 and P46. Hybrid k-NN source ecasl
available on http://www.ksi.mff.cuni.cz/~peska/higbiknn.zip.
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